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Abstract 
Current survey systems (LiDAR, multibeam echo sounders) allow the automated obtaining of a large amount of surface object 
measurements in a relatively short time. The large amount of information, survey specificity and the character of the created data sets, as a 
rule, do not allow them to be used directly for the generation of the digital terrain model (DTM) in spatial information systems (SIS, GIS). 
The handling of measurement results of this type consists in optimization of set sizes and adaptation of their structure to both the user’s 
requirements and technical processing capabilities. The specificity and universal character of the DTM information layer are an 
inducement to place particular emphasis on data recording organization and keeping their amount to a minimum. At the same time, it is 
intended to maintain maximum space description fidelity and its dynamic transformation. Efficient generation of information stored in 
digital map databases often requires data structure analysis and rationalization of the whole process with regard to processing speed. This 
paper shows an example of optimizing the efficiency of handling bulk measurement results for DTM creation using the GRID structure. 
Measurement sets and their processing sequence are also analysed. Methods for selecting the location of measurement points and efficient 
interpolation algorithms allowing an accurate GRID structure to be generated in a relatively short time are then presented. 
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1. Introduction 

The currently widely-applied spatial information systems (SIS, GIS) use the digital terrain model (DTM) as one of the 
information layers [1–3]. It is the fundamental layer and provides the basis for spatial organization of stored object 
information and helps to locate physical phenomena [4–6]. Different groups of users have reported the need for ever-more 
accurate terrain surface models. These users have increasing requirements, placing emphasis on data quality, accuracy, 
reliability and its currentness [7], [8]. Equally great weight is currently attached to data processing dynamics and the 
possibility of performing real-time analysis is becoming an important element of different handling methods [9]. The 
specificity and universal character of the DTM information layer is an inducement to put special emphasis on data recording 
organization and reduce data quantity to a minimum, while also maintaining maximum space description fidelity resulting 
from survey accuracy. Reducing the data volume stored in this information layer allows to accelerate its use and shorten the 
processing time to a minimum. Minimizing the size of archived sets ensures quick access to information and dynamic real-
time analysis. 

The creation of a digital relief model requires prior collection of survey information. There are many methods for terrain 
information acquisition widely described in the literature [2–6]. Direct surveys are the most accurate and most reliable 
group among them. By using modern survey techniques, it is possible to obtain high accuracies with maximum automation 
of the survey process and with minimum human work input [10], [11]. Widely-used integrated mass survey systems, such as 
LiDAR laser scanning (TLS, ALS, SLS) or multibeam echo sounders ensure a considerable degree of information 
acquisition automation [12]. Such systems can obtain a very large data volume in a relatively short time. Ever-newer 
technical solutions enable ever-more accurate determination of the position of points while increasing their density. 
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When a large data volume is available, the surface model can be described very accurately, but real-time dynamic 
processing of such a data volume is practically impossible. The acquired data is often disordered and rational handling of a 
large volume of mass survey results requires the application of a proper processing technology [13], [14]. One of the 
methods for reducing the data volume needed to create a digital surface representation is the use of a GRID structure. It 
orders the data and prevents its redundancy, which contributes significantly to speeding up its processing and affects the 
dynamics of the whole analytical process. During the processing of survey data for terrain surface modeling using a GRID 
structure, it is worth paying close attention to several important stages in the procedure. 

2. Analysis of survey sets 

The first stage, preceding data processing proper, involves the analysis and evaluation of survey sets. It allows selecting the 
correct processing method in further stages of DTM generation. Analysis of the structure and recording logic of sets storing 
recorded data also helps to determine the optimal method for their processing during GRID structure generation.  

Survey resources obtained by integrated mass survey systems are characterized by special features which later determine 
their processing [15–16]. Because measurements are recorded by using many survey beams (e.g. 500 simultaneously) sent 
from the survey device in a number of cycles, the volume of acquired data is very large (e.g. 50,000 pts./s). Fig. 1a shows an 
example distribution of survey points acquired from multi-beam scanning from one scanning head. The recorded points are 
located in characteristic survey lines (lying perpendicular to the survey direction), which form during each survey cycle of 
the scanning head. The points are distributed in a scattered manner with non-uniform saturation in different survey areas.  

  
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Location of recorded survey points 

This partly results from the relief of the scanned surface. Breaks and gaps in the survey spectrum are also caused by the 
obstruction of survey beams by protruding morphological surface elements (trees, buildings) (Fig. 1a). Additionally, to 
measure the whole area, scanning is performed in several passes and recorded areas often overlap to different degrees 
(Fig. 1b), causing the duplication of survey zones. Non-uniform density of recorded information is also caused by the fact 
that the measuring range of the recording beam and the resolution of the recorded points depend on the distance of the 
scanning head from elements of the scanned surface. 

An additional difficulty during survey handling is also sequential recording in consecutive survey cycles on relatively 
small surface fragments. Data recording is discontinuous and successively supplemented in consecutive parts of the survey 
file. Consequently, before starting data processing proper, it is advisable to divide the whole set into a number of working 
subareas containing only points which will be processed simultaneously in one computational cycle.  

3. Selection of the digital model representation structure 

A DTM is usually created based on points distributed on the terrain surface organized into specific structures. They are most 
often a regular square grid (GRID) or an irregular triangle network (TIN) [1–3]. The selection of the TIN or GRID 
representation method for the created model mainly depends on the aim and scope of handling [17]. Assuming that the 
priority is dynamic real-time data processing, the application of a GRID structure is more advisable. This is connected with 
the fact that this structure enables a considerable reduction in the volume of data needed for digital surface representation. 
The advantage of the GRID structure is also easier surface modeling and determination of desired values at any point or 
section as well as the possibility of using simpler and faster modeling and visualization algorithms. An equally important 
feature of the GRID is the possibility of using compression algorithms to considerably reduce the set sizes, which allows 
clearer data recording organization and speeds up processing. 

Taking into account the data volume obtainable using integrated mass survey systems, it is possible to generate a GRID 
structure with a resolution sufficient to create an accurate DTM. Proper selection of node density in the created network 
remains the fundamental element allowing accurate surface reproduction using a GRID [18], [19]. Fig. 2 shows the node 
distribution against the background of survey points. A heterogeneous survey set is converted to a homogeneous square grid 

(a) (b) 
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by interpolation. The value at each node of the structure is computed by an interpolation algorithm based on survey points 
found around the node. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Generation of a regular square grid (GRID) based on survey sets 

Depending on the morphological terrain diversity, the distances (S) between individual nodes (Fig. 2b) should be 
selected so that the created grid accurately characterizes the surface. It is also intended to find a sufficient number of survey 
points for a given interpolation method. The selection of such points within an unlimited search radius causes the need to 
analyze a large data volume and considerably prolongs the GRID generation time. Assuming the analysis of all survey 
points, the minimum search radius (R) around the nodes should be adopted, equal to half the diagonal of the square of the 
grid formed by the nodes (Fig. 2b) and the nearest points searched for within the radius. However, linear distribution of 
survey points (Fig. 2), characteristic for mass survey systems, does not allow free use of the nearest of them during 
interpolation. This particularly refers to simplified algorithms. Because accurate and reliable interpolation by such 
algorithms requires correct point distribution around newly-created nodes, algorithms to find properly-located survey points 
should be applied.  

4. Location of survey points for interpolation 

Aiming at the most efficient acquisition of values at GRID nodes based on a large survey data volume, the focus should be 
on the fastest (and at the same time simplest) interpolation methods. Such methods, using a minimal number of survey 
points, do not always give sufficiently precise results. The speed of a given interpolation algorithm can be combined with 
maintaining sufficient accuracy by the proper preparation of survey data for interpolation. For this purpose, the interpolation 
of the value at a grid point should be preceded by finding survey points with a proper location around the node. 
Determination of such location also aims at eliminating cases of nodal point value extrapolation, which may particularly 
occur for data acquired by devices recording a linear survey beam (Fig. 1). To fulfill the above conditions, it is necessary to 
use algorithms which can locate the points in the survey set which lie nearest to the node, which are at the same time 
distributed in the vertices of the surrounding figure. The triangle is the simplest figure of this type. Ultimately, all generated 
nodes of the created GRID structure should be inside triangles formed by local survey points. This assumption maintains 
high handling accuracy, while considerably shortening the computational time due to the minimal number of survey points. 

There are several methods for finding the proper location of survey points. Fig. 3 shows different methods for the 
location of properly distributed points around a node within a specific search radius (R). In individual methods, the space 
around a node is divided into three (Fig. 3a), six (Fig. 3b) or four (Fig. 3c) segments, respectively. In all the cases, the first 
step is finding points lying nearest to the node in each segment. When the neighborhood of the node is divided into three 
segments (Fig. 3a), a surrounding triangle or one lying near the node can be created on the basis of the found points. This 
method is the fastest computationally, but does not strictly fulfill the assumption presented above – finding the surrounding 
figure. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Methods for location of survey points around a node 

(a) (b) 

(a) (b) (c) 
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The second method, shown in Fig. 3b, allows the selection of points lying only in alternate segments M or N, respectively 
by dividing the space around a node into six parts. This enables finding even two surrounding triangles and the selection of 
the one in which the sum of squares of the distances from the node to the vertices is lower. This is also a relatively very fast 
search method. One should, however, be prepared for situations when a triangle surrounding the node is not found although 
proper points are present nearby (the points lie simultaneously in segments M and N). Assuming the condition of searching 
through all variants of point distribution around the node by successive, rotational passing of search segments causes 
excessive extension of the operation time. 

The third described method (Fig. 3c) allows an analysis of all combinations of point positions measured around the 
determined point. The method’s algorithm divides the area around the node into four segments, in which the nearest survey 
points are found. A quadrilateral is constructed on the basis of the found points, which always contains two triangles 
surrounding the given node. Ultimately, one is selected in which the sum of squares of the distances from the node to the 
vertices is lower. 

The effect of selecting points for interpolation by the third method, for four example nodes, is shown in Fig. 4a. 
Reducing the number of points needed for interpolation enables considerable shortening of the computational time in the 
next processing stage. Elimination of most survey points allows fast determination of node elevation using simplified 
interpolation algorithms. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Location of survey points for interpolation 

 
The generation of a set storing only points used to conduct interpolation can also be included in data processing (Fig. 4b). 

Such a set enables analysis of the selection of points for interpolation and a possible change in the search method. This also 
allows the selection of the interpolation method, depending on the distribution type of points recorded in a particular survey 
process. 

5. Interpolation algorithms  

There are many different interpolation methods widely described in the literature [20–22]. They allow value determination 
at the set node based on the surrounding survey points. Computationally complex algorithms (e.g. Kriging, polynomial 
regression, radial functions) allow precise determination of the sought values. However, the degree of mathematical 
complexity of an interpolation method (the number of operations or iterations) closely affects the time of performed 
computations [23]. Complex algorithms, moreover, need many survey points distributed around the node for computations. 
Finding proper points in a large volume of data, which were also recorded sequentially in many sets, is a very time-
consuming task.  

To efficiently generate the nodes of a GRID structure on the basis of a large survey data volume, it is most advisable to 
select the relatively fastest interpolation methods, which use a minimal number of found points for computations (the least 
algorithmically complex method). The assumption of using only points forming the surrounding triangle for interpolation 
considerably reduces the operation complexity degree and speeds up computations. Simple and efficient interpolation 
algorithms can be used for this task. Operation diagrams for three different interpolation methods are shown in Fig. 5. The 
surface models they generate are provided under the diagrams. The survey points participating in successive computations 
(the same for all algorithms) were generated based on the theoretical surface model created by a mathematical function. 

The least complex and most efficient computational algorithms are used in the inverse distance power weighting method 
(Fig. 5a Up). The nodal values are determined from the grand mean, where the weight for each point is its distance from the 
node raised to the proper power n (here: n = 2). This method also allows to determine, with relatively low error, the node 
elevation for cases where there are not enough points to create a triangle within the adopted search radius or this triangle lies 
outside the node. The drawback of this method is the excessively high dependence of the computed value at the sought point 
on the nearest point, which results in model inaccuracies occurring across the entire surface (Fig. 5a Down). 

The second relatively fast method is the application of weighting by the areas of opposite triangles (Fig. 5b Up). The 
nodal values are determined from the grand mean, where the weight for each point is the triangle area lying on the opposite 

(a) (b) 
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side of the node (e.g. for point P1 – triangle T1). This allows more advantageous selection of computational coefficients and 
better balancing of the interpolated value. This method enables the generation of a surface characterized by only local model 
inaccuracies, solely for when the areas of one or two triangles are extremely small (Fig. 5b Down). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Interpolation algorithm diagrams and interpolation effects 

The third method allows the computation of the elevation of the interpolated point as the solution of a two equation 
system: of the plane passing through the three survey points forming the triangle with the node inside and of the straight line 
passing through the determined node (Fig. 5c Up). This is also a fast interpolation method enabling precise determination of 
the sought point. The interpolation surface determined by this algorithm is the best quality compared to the other methods 
(Fig. 5c Down). However, owing to more extended computational operations, this method is slightly slower than the others.  

When conducting interpolation, combinations of different methods can be applied, making their use dependent on survey 
data analysis and changing them for different point locations. The averaging of obtained results can also be applied when 
the number of found surrounding triangles is higher. This causes increased accuracy of the determined nodal value, but 
prolongs the computational time. 

6. Data processing after interpolation 

The last processing stage is ordering the data of the GRID structure after interpolation and its archiving. Due to the 
overlapping of successive survey areas and the sequential character of information processing, nodal values at the contact 
points of working areas can be computed more than once. The values at duplicated nodal points should be averaged and 
then, to avoid redundancy, repeated points are eliminated. The next step is the sorting of GRID structure nodes performed, 
depending on the needs, along columns or lines, enabling analysis by profiles. The maximum number of computational 
records stored in single files is determined during the final archiving of sets, because of limitations as to the volume of 
simultaneously processed data in a given GIS system. Finally, depending on the requirements set by the hardware and 
software platform, the proper form of recording and organization of computational records is generated. The universal form 
of data exchange in this case are ASCII sequential files, but because of a high number of records in computational sets, the 
preferred form of information exchange are binary files with random access. The structure of information recording in such 
a file is dictated by the requirements of the specific land information system. Fig. 6 shows different examples of the digital 
terrain model developed in the discussed stages.  

The DTM generated using a GRID structure, as is the case for a TIN structure, can be presented as a set of individual 
nodes (Fig. 6a) or as a continuous surface representation (Fig. 6b). The created model can be used for complex dynamic 
analysis because it is built of a relatively low number of points and contains their ordered structure. 
 

(a) (b) (c) 
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Fig. 6. Examples of DTM development 

7. Summary 

Bearing in mind the constantly growing needs for land data collection, it is necessary to develop methods for fast, up-to-date 
and accurate data processing. The constant need for increasing the accuracy of handling for ever larger observation sets, 
with simultaneous time limitations, is partly satisfied by the continuous development of computer hardware. However, 
despite a constant increase in the information flow rate, its dynamic processing still has limitations. Rational use of mass 
information during DTM construction should be preceded by efficient data preparation. It is therefore necessary to optimize 
data processing methods, whose reduction while maintaining proper handling accuracy gives measurable benefits. By 
selecting appropriate processing algorithms, it is possible to reduce the volume of information needed for DTM generation 
while maintaining maximum model accuracy. The application of proper procedures and stages during data processing also 
allows rational use of the available computer hardware and software. The implementation of the principles specified above 
allows efficient optimization of resultant sets, which can serve for dynamic DTM creation. This enables a considerable 
shortening of the times needed for handling the results, which is particularly important in the analysis of real-time processes. 
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